Possible Task Discussion
Dual task setup, where adding 2nd task to the load causes a 50% drop in performance of the first task. Adding our “mitigation” raises the original task back to 100% (do we care about the 2nd task performance?). 

Likes idea of using both audio and visual as forms of input and output. But since audio and spatial tasks are so different, we need to tailor the tasks so they both need the same cognitive resources. 

Experimental Design in Support of Future Force Warrior

(Prep for Task Discussion)
Misha Pavel, Oregon Health & Science University

Reviewed lessons learned from the Concept Validation Experiment (or CVE, refers to the experiment the Honeywell people ran with the quake3 environment), with addition of: experimental results are not predictable without pilot experiments- parameters must be tuned. (Iteration Iteration Iteration!) 

Criteria for tasks

1. significant interference between any two component tasks (ie involving similar cognitive resources)
2. no output interference

3. no input interference

4. high information rate

a. we are trying to prove ability of gauges to monitor moment by moment state, so experiment needs to present information fast enough that gauge frequency is utilized?

5. controllable difficulty

a. if too easy or too difficult, we don’t get any useful data on performance

6. Mitigation strategy (adds complications to traditional psych traits above)

7. Operationally relevant to Future Force Warrior project (ie military)

Sample of possible tasks: (task: cognitive resource used)

1. decisions under uncertainty: reasoning (association)

2. search: detection, spatial memory, reasoning

3. navigation: spatial memory, reasoning

4. spatial ability: vision, reasoning

5. pattern recognization/identification: sensory, reasoning

6. motion recognition: sensory, memory, reasoning

7. learning categorization: sensory, memory, reasoning

8. communication: verbal memory, reasoning

9. manual control: visual-motor

10. target detection: sensory
Paradigms and Conditions
1. stimulus presentation

a. rapid serial visual presentation

b. dual/multiple tasks

c. continuous presentation and control

d. speed/accuracy tradeoff

2. response

a. multiple alternatives, forced choice

b. yes/no

c. Go/ No Go- impulsivity measures

3. difficulty (how can we control/change it)
a. external noise

b. complexity

c. duration (of stimulus presentation)
d. expectation

	Task
	Mitigation 

	Search
	Attention re-directions

	Decision under uncertainty
	Uncertainty representation

	Learning categorization
	Memory refresh, in time advice

	Navigation
	Visualization/recommendations

	Communication
	Scheduling

	Manual control
	Visualization (of the objective)

	Pattern recognization and identification
	?

	Target identification
	Target reminder


He did an experiment where clusters of scrambled L’s move around the screen. In the middle of one of these clusters is a T. Subject had to find the T. Mitigated by changing the color of the cluster depending on how long the subject looked at it (used eye-tracking or mouse as a magnifying glass). Color would slowly fall back to unsearched with time. 
His point is that experimental design with a mitigation strategy to improve a subject’s performance is very hard to get right. We need to think hard about it, then get it running fast so we can tweak it. 
Talked about taking Misha’s L&T experiment into our 3D world. Track where subject is looking by forcing them to use scope on rifle as only way to tell what is in window. Trying to find the ‘T’ (bad guy) amongst the L’s (civilians). But Misha’s experiment did not have more than one task. Adding second task might prevent subject from using a strategy to find the T, as they need to break their routine to do a second task. This would make it more difficult and drop the subject’s performance. Then when mitigation comes to the rescue, it improves the performance of the first task (by 100%, we hope). 
All the tasks and mitigation strategies in the 3D world do not have to be implemented in the real world. We don’t need to worry about that. We just want to process learn from what we can create in the 3D world. 

We do need to explore how well we can support audio in the environment, so we can know what auditory tasks we can do. 
Remind Eric of Clemson to send us the specs on the earbud wireless headphones that he uses. 

Everyone would like to be able to play with the experiments on their own, to bring their psych (and other) experience to bear. So, we need to make the experiments in Panda controllable from a desktop environment (quake style movement), and make all the important parameters of the experiment easily accessible. But we need to make the desktop world as close as possible to the virtual world (really low resolution, tight field of view). We informed everyone else of the FOV (37.5 x 22.7) and the resolution (320 x 240), which is limited by the NTSC wireless video transmission. We need to send along to everyone the “specs” of the wireless space, such as rate of tracking, how exact the tracking is, the benefits of passive-haptics, calibration of real to virtual world, all the equipment, where it goes, battery life. Everything that we can think of that they need to know so that everyone is as informed as possible of the “hitches” that can occur when doing an experiment in the wireless space. 
Find out who “Tony Tether” is (Dillon doesn’t like him). He is Dylan’s boss within Darpa.
Anil’s architecture saves lots of data, so we need massive hard drive space. Ask him how much we need.
Basic Task Brainstorming

1. Visual Search
a. Clusters (3x3) of C’s and O’s (find the O, like Mesha’s TL task)

i. Could also be shapes instead of clusters

b. Make the clusters move

c. Zoom In with a scope (fix low resolution limit of VE)

d. Put ‘em all on the same plane (no depth)

e. Okay to have subject physically move head to find all the clusters (270 scan)
f. Standing in a half-dome, on the floor

g. One target to find, many distractors (can vary the number of distractors)

h. Feedback by shooting the targets (instead of distractors)

i. Gun is also used as a pointing device so we see where the subject is looking and can implement the mitigation strategy of marking which ones they have already looked at it
j. Ways to change the difficulty (how to make it hard)
i. Size of cluster
ii. How different the target letter is from the distractor letter

iii. Size of cluster (3x3, 4x4, 5x5)

iv. Speed of clusters (they don’t overlap, they bounce off each other)

v. Movement path of clusters
vi. Spinning orientation of clusters

2. Navigation

a. Not necessarily a task in itself, but the idea of the subject actually moving around in the limited space

3. Auditory Math Task

a. Floor is grid of 2ft x 2ft squares (8x4 grid of squares)

b. Math fed to subject prompts movement on the grid

4. Object avoidance task (Roy’s idea)
a. Subject has to stay away from a moving threat (or minimize exposure to)
i. Easy to change challenge (change how threat moves)

1. speed

2. directed vs random movement
b. Avoid objects coming at you while you are scanning for stuff (visual search)

5. Word generation

a. Auditory shadowing (just repeat what your told)

b. Hear word, reply with something in environment that starts with same letter as the last letter of the said word

6. Cube rotation identification (mental rotation)
a. Subject shown two cubes, each with different set of 6 letters on its faces.  Given two cubes (can only see 3 sides at a time) determine if they are different cubes. If they are the same, correctly fill in (letter and orientation) the blank letter. 
b. Mitigate by allowing person to actually rotate the cube (instead of doing it mentally) with their hands (or with a mouse)
7. Dichotic listening task

a. Dichotic means differentiating between left/right listening
b. Such as…

Keep Honeywell and Pavel in the loop regarding our progress with the task generation. Visual task is priority #1, then we must come up with a priority list (greatly influenced by which tasks are fleshed out most). Email this list and details to all involved for feedback.
We need to explore 3D audio and see if it can be done in the mocap space.

